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INTRODUCTION

Enterprise networks, which connect the comput-
ers within a college campus or corporate loca-
tion, differ markedly from backbone networks.
These networks have distinctive topologies, pro-
tocols, policies, and configuration practices. Yet,
the unique challenges in enterprise networks are
not well understood outside of the operator
community. One prominent example is virtual
LANs (VLANs) — a widely- used technology
that is barely discussed in networking textbooks.

VLANs were initially intended to allow net-
work administrators to connect a group of hosts
in the same broadcast domain, independent of
their physical location. However, today’s enter-
prise administrators use VLANs for a variety of
other purposes, most notably for better scalabili-
ty and flexible specification of policies. However,
enterprise administrators have seen many prob-
lems of VLANs because VLANs are used for
other functions they were not designed for.
Understandably, VLANs are at best an incom-
plete solution for some of these problems. As a
result, managing VLANs is one of the most chal-
lenging tasks they face.

In this article, we study four networks —
three university campuses and one academic
department — to better understand how VLANs
are used in practice. Through discussions with
network administrators, and targeted analysis of

router configuration data, we have obtained
deeper insights into how the administrators use
VLANs to achieve a variety of design goals, and
the difficulties they encounter in the process. We
show that VLANs are not well-suited for many
of the tasks that they support today, and argue
that future enterprise network architectures
should decouple policy specification from scala-
bility concerns with layer-2 protocols, topology,
and addressing.

After a brief survey of VLAN technology, we
describe how the four networks use VLANs to
support resource isolation, access control, decen-
tralized management, and host mobility. Howev-
er, VLANs were not designed with these goals in
mind — network administrators use VLANs for
the lack of a better alternative. We argue that
VLANs are too crude a mechanism for specify-
ing policies, due to scalability constraints (on the
number and size of VLANs) and the coarse-
grained ways of assigning traffic to different
VLANs. Further, VLAN configuration is far too
complicated, due to the tight coupling with span-
ning-tree construction, failure recovery, host
address assignment, and IP routing, as discussed.
We conclude the article.

VIRTUAL LOCAL AREA NETWORKS

An enterprise network consists of islands of Eth-
ernet switches connected both to each other and
to the rest of the Internet by IP routers, as shown
in Fig. 1. We describe how administrators group
related hosts into VLANs, and how the switches
and routers forward traffic between hosts.

CONVENTIONAL LOCAL AREA NETWORKS

In a traditional local area network (LAN), hosts
are connected by a network of hubs and switch-
es. The switches cooperate to construct a span-
ning tree for delivering traffic. Each switch
forwards Ethernet frames based on its destina-
tion MAC address. If the switch contains no for-
warding-table entry for the frame’s destination
MAC address, the switch floods each frame over
the entire spanning tree. A switch learns how to
reach a MAC address by remembering the
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incoming link for frames sent by that MAC
address and creating a mapping between the
MAC address and that port.

To connect to the rest of the enterprise net-
work (and the rest of the Internet), the island of
Ethernet switches connects to IP routers that
forward traffic to and from remote hosts. Each
host interface in the LAN has an IP address
from a common IP prefix (or set of prefixes).
Traffic sent to an IP address in the same subnet
stays within the LAN; the sending host uses the
Address Resolution Protocol (ARP) to deter-
mine the MAC address associated with the desti-
nation IP address. For traffic destined to remote
IP addresses, the host forwards the packets to
the gateway router, which forwards packets fur-
ther toward their destinations.

COMMUNICATION WITHIN A VLAN
Administrators use VLANs to construct network
segments that behave logically like a convention-
al LAN but are independent of the physical
locations of the hosts; for example, hosts H1 and
H3 in Fig. 1 both belong to VLAN1. As in a
conventional physical LAN, the switches in a
VLAN construct a spanning tree, and use flood-
ing and learning to forward traffic between
hosts. For example, the switches S3, S4, and S5
form a spanning tree for VLAN2.

Communication between hosts in the same
VLAN stays within the VLAN, with the switches
forwarding Ethernet frames along the spanning
tree to the destination MAC address. For exam-
ple, hosts H2 and H4 communicate over the 2
spanning tree in VLAN2 based on their MAC
addresses. Similarly, hosts H1 and H3 communi-
cate over the spanning tree in VLAN1, where
some of the IP routers (e.g., R1, R2, and R2)
may also act as switches in the spanning tree;
alternatively, a tunnel between R1 and R2 could
participate in VLAN1 so the links in the IP back-
bone do not need to participate in the VLANs.

COMMUNICATION BBETWEEN VLANS
Each host has an IP address from an IP prefix
(or prefixes) associated with its VLAN; IP
routers forward packets based on these prefixes,
over paths computed in the routing protocol
(e.g., Open Shortest Path First [OSPF] or Rout-
ing Information Protocol [RIP]). Hence, traffic
between hosts in different VLANs must traverse
an intermediate IP router. For example, traffic
between hosts H3 and H4 would traverse router
R2, even though the two hosts connect to the same
switch. For example, when sending traffic to H4,
host H3 forwards the packets to its gateway
router R2, since the destination IP address
belongs to a different prefix. R2 would then look
up the destination IP address to forward the
packet to H4 in VLAN2. If H4 sends an IP pack-
et to H1, then H4’s router R3 forwards the pack-
et based on the IP routing protocol toward the
router announcing H1’s IP prefix, and that router
would then forward the packet over the span-
ning tree for VLAN1.

CONFIGURING VLAN PORTS
Supporting VLANs requires a way to associate
switch ports with one or more VLANs. Adminis-
trators configure each port as either an access

port, which is connected to a host; or a trunk
port, which is connected to another switch. An
access port typically transports traffic for a single
VLAN; the VLAN associated with a port may
be either statically configured or dynamically
assigned when the host connects, based on the
host’s MAC address (e.g., using VLAN Manage-
ment Policy Server VMPS [1]). In either case,
the access port can tag incoming frames with the
12-bit VLAN identifier and removes the tag
from outgoing frames, obviating the need for the
hosts to support VLANs.

In contrast, a trunk port may carry traffic for
multiple VLANs; for example, switch S4’s port
connecting to S5 must forward traffic for both
VLAN1 and VLAN2 (and participate in each
VLAN’s spanning tree protocol), but the trunk
port to S3 does not. The administrators either
manually configure each trunk port with a list of
VLAN identifiers, or run a protocol like VLAN
Trunking Protocol (VTP) [2] or Multiple VLAN
Registration Protocol (MVRP) [3] to automati-
cally determine which VLANs a trunk link should
handle. Configuring a VLAN also requires con-
figuring the gateway router to announce the asso-
ciated IP prefixes into the routing protocol; each
host interface must be assigned an IP address
from the prefix associated with its VLAN.

VLAN USAGE IN
CAMPUS NETWORKS

Our campus network administrators use VLANs
to achieve four main policy objectives — limiting
the scope of broadcast traffic, simplifying access
control policies, supporting decentralized net-
work management, and enabling seamless host
mobility for wireless users. The four networks
include two large universities (campuses 1 and 2)
and a department network (campus 3) within
another university-wide network (campus 4). All
four networks primarily run IPv4, with relatively
limited experimental deployment of IPv6.

SCOPING BROADCAST TRAFFIC
VLANs enable administrators to limit the scope
of broadcast traffic and network-wide flooding,
to reduce network overhead and enhance both
privacy and security.

Figure 1. Enterprise network with Ethernet islands interconnected by IP routers.
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Limiting the Broadcast/Flooding Overhead —
End hosts broadcast Dynamic Host Configura-
tion Protocol (DHCP) traffic when joining the
LAN, and routinely broadcast Address Resolu-
tion Protocol (ARP) requests to learn the medi-
um access control (MAC) addresses of other
hosts in the same IP subnet. For example, cam-
pus 2 has one IP subnet with up to 4000 hosts
with around 300 packets/s of broadcast traffic;
this broadcast traffic is dominated by ARP,
iTunes broadcast messages, and NetBios. It not
only consumes network bandwidth, but also con-
sumes bandwidth and energy resources on the
end hosts (particularly for mobile devices).
Switches also flood packets to a destination
MAC address they have not yet learned how to
reach. This consumes bandwidth resources, espe-
cially if the switches’ forwarding tables are not
large enough to store an entry for each MAC
address on the LAN. Administrators often divide
large networks into multiple VLANs to limit the
scope of broadcast messages and flooding traffic.
For example, campuses 1 and 4 assign each
building a different IP subnet, each associated
with its own VLAN. The resulting broadcast
domains are small enough to limit the overhead
on the switches and the end hosts.

Protecting Security and Privacy — Broadcast
and flooding traffic also raise security and priva-
cy concerns. Sending excessive broadcast traffic
is an effective denial-of-service attack on the
network. In addition, a malicious host can inten-
tionally overload switch forwarding tables (e.g.,
by spoofing many source MAC addresses), forc-
ing switches to flood legitimate traffic that can
be easily monitored by the attacking host. ARP
is also vulnerable to man-in-the-middle attacks,
where a malicious host sends unsolicited ARP
responses to impersonate another host on the
LAN, thereby intercepting all traffic sent to the
victim. Network administrators can reduce these
risks by constraining which users can belong to
the same VLAN. For example, campus 3 has
separate subnets for faculty, graduate students,
and undergraduate students, and assigns each
subnet to one VLAN based on the registered
MAC addresses of the user machines. This
ensures that students cannot intercept faculty
traffic (e.g., a midterm exam en route to the
printer), and that research experiments on the
graduate-student VLAN do not inadvertently
overload the faculty VLAN.

SIMPLIFYING ACCESS CONTROL POLICIES
VLANs provide an effective way to enforce
access control by directing inter-VLAN traffic
through routers. In addition, by allowing admin-
istrators to assign related hosts to IP addresses
in the same subnet, VLANs simplify access con-
trol configuration by making packet classification
rules more concise.

Imposing Access Control Policies — VLANs
provide a way to restrict communication between
hosts. In Fig. 1, router 3 (R3) can apply access
control lists (ACLs) to limit the traffic between
hosts H3 and H4 that belong to different
VLANs. Along the same lines, administrators do
not place hosts in the same VLAN unless they

are allowed to communicate freely. Campus 3,
for example, places all infrastructure services —
such as e-mail and DHCP servers — on a single
VLAN since these managed services all trust
each other. As another example, campus 1 has
several “private” VLANs that have no IP router
connecting them to the rest of the IP network;
for example, the automatic teller machines
(ATMs) belong to a private VLAN to protect
them from attacks by other hosts. 

Concise Access Control Lists — Routers and
firewalls apply ACLs based on the five-tuple of
the source and destination IP addresses, the
source and destination TCP/UDP port numbers,
and the protocol. Wildcards enable shorter lists
of rules for permitting and denying traffic, which
simplifies ACL configuration and also makes
efficient use of the limited high-speed memory
(e.g., TCAMs) for applying the rules. VLANs
enable more compact ACLs by allowing adminis-
trators to group hosts with common access con-
trol policies into a common IP subnet. For
example, campus 3 identifies user machines
through a small number of IP prefixes (corre-
sponding to the faculty and student VLANs),
allowing concise ACLs for traffic sent by user
machines (e.g., to ensure only SMTP traffic is
allowed to reach the email servers on the infra-
structure VLAN).

Preventing Source IP Address Spoofing —
Source IP address spoofing is a serious security
problem, since spoofing allows attackers to
evade detection or shift blame for their attacks
to others. Assigning host addresses from a com-
mon IP prefix simplifies the preventive filtering
of packets with spoofed source IP addresses.
Hosts in the same VLAN are assigned IP
addresses from the same subnet(s). This allows
network administrators to configure ACLs at the
VLAN’s gateway router to drop any packets with
source IP addresses from other prefixes. Campus
3 does precisely that.

Supporting Quality of Service — Classifying
packets based on IP prefixes applies not only to
access control, but also to quality of service
(QoS) policies. For example, administrators can
configure a router to place IP packets in differ-
ent queues (with different priority levels) based
on the source or destination IP prefix, if hosts
are grouped into VLANs based on their QoS
requirements. None of the campuses in our
study apply these kinds of QoS policies.

DECENTRALIZING NETWORK MANAGEMENT
VLANs allow administrators to delegate some
management tasks to individual departments.
VLANs also simplify network troubleshooting by
allowing an administrator to observe connectivity
from any part of the campus simply by trunking
a port to a VLAN.

Federated Management — Campus network
administrators sometimes assign all hosts in one
department to a VLAN, so each department can
have its own control over its hosts in different
locations on campus while sharing the same
physical infrastructure. Some campuses allocate
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portions of the VLAN ID space to departments
and allow those departments to manage their
networks independently. For example, campus 1
has a university-wide IT group and many smaller
IT groups. The university-wide group allocates a
contiguous block of IP addresses to one VLAN
and hands it over to a smaller IT group. One IT
group manages a “classroom” VLAN that con-
sists of a computer in each classroom across 60
buildings. Campus 2 allocates a portion of the
VLAN ID space to the computer science depart-
ment and provides a web interface to help the
administrators manage the router and firewall
settings between the department and the rest of
the campus. Campus 4 assigns different gymnasi-
ums across the campus to the same VLAN;
administrators for that VLAN can then set fire-
wall rules independently from the rest of the
campus.

Easier Troubleshooting — VLANs allow net-
work administrators to group hosts based on
policy requirements, independent of their loca-
tions. If two hosts in the same policy group are
in different locations on the campus, administra-
tors can still assign them to the same VLAN so
that they can communicate with each other,
without interference from intermediate firewalls
or routers. In campus 4, the dormitory VLAN
spans the campus, including places outside the
dormitories; such a setup allows network admin-
istrators to help student users diagnose problems
since they can put a host on this VLAN any-
where on the campus. Campus 2 also has some
VLANs across campus, such as a network-wide
VLAN for the IT support team and a VLAN for
deploying new experimental management archi-
tectures based on OpenFlow [4].

ENABLING HOST MOBILITY
VLANs make host mobility easier on a campus
wireless network, because hosts can retain their
original IP addresses when they move from one
access point to another. Allocating a single
VLAN to the campus wireless network, as is
done in campus 2, allows devices to move any-
where on the campus without having to obtain a
new IP address. The campus 2 wireless network
has about 6000 active hosts on the same VLAN.
These hosts include laptops, mobile phones,
passenger counters, and vehicle locators. As
users move across the campus on foot or in
vehicles, they can remain connected to the cam-
pus network, migrating between access points
without experiencing disruptions to ongoing
connections.

PROBLEM:
LIMITED GRANULARITY OF POLICY

VLANs are a relatively inflexible way to support
policies. In this section, we discuss three main
limitations VLANs impose on the granularity of
policies — limits on the number of VLANs, lim-
its on the number of hosts per VLAN, and the
difficulty of assigning an access port to multiple
VLANs without end-host support. We also dis-
cuss the incomplete ways administrators try to
work around these limitations.

LIMITED NUMBER OF VLANS

The total number of VLANs is limited because
of built-in protocol limitations (i.e., VLAN ID
space) and implementation limitations (i.e.,
switch and router resources):
• VLAN ID space: The VLAN ID is a 12-bit

header field, limiting a network to 4096
VLANs.1

• Switch memory: Limited memory for stor-
ing bridge tables often restricts individual
switches to supporting 300–500 VLANs.

• Router resources: Inter-VLAN traffic
imposes additional load on the routers. 

Administrators work around these limitations in
two ways.

Placing Multiple Groups in the Same VLAN
— Administrators can assign multiple groups of
hosts to a single VLAN and configure finer-
grained access control policies at the routers to
differentiate between hosts in different groups.
Campus 1 combines some groups of hosts
together, assigning each group a different block
of IP addresses within a larger shared subnet.
From the configuration data, we see that about
11 percent of the VLANs have ACLs expressed
on smaller IP address blocks. For example, one
VLAN contains the DNS servers, logging and
management servers, and some dorm network
web servers. Although these hosts reside in dif-
ferent locations, are used for different purposes,
and have different reachability policies, they are
placed in a single VLAN because they are man-
aged by an IT group that has a single VLAN ID
and one IP subnet.

Reusing the Limited VLAN Identifiers — To
deal with limitations on the number of VLAN
IDs, administrators can use the same VLAN ID
for multiple VLANs, as long as the VLANs do
not have any links or switches in common.
Unfortunately, reusing VLAN IDs makes config-
uration more difficult, since administrators must
take care that these VLANs remain disjoint as
new hosts, links, and switches are added to the
network. Campus 1, in particular, reuses VLAN
IDs quite extensively.

LIMITED NUMBER OF HOSTS PER VLAN
The overheads of broadcast traffic, flooding, and
spanning tree impose limits on the number of
hosts in each VLAN. For example, campus 1 has
a wireless VLAN with 3000 access points and
thousands of mobile hosts that receive a large
amount of broadcast traffic. These scalability
limitations make it difficult to represent large
groups with a single VLAN. Administrators
work around this problem by artificially parti-
tioning these larger groups.

Dividing a Large Group into Multiple
VLANs — A large group can be divided into
multiple VLANs. For example, campus 1 has
public computer laboratories with 2500 hosts
across 16 VLANs. The 1200 hosts in one aca-
demic college in campus 1 are divided into eight
VLANs. Dividing a large group into multiple
VLANs unfortunately prevents mobile hosts
from retaining their IP addresses as they move
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from one location to another. Additionally, the
VLANs must be configured with the same access
control policy to retain the semantics that would
exist if hosts belonged to a single larger group.

COARSE-GRAINED ASSIGNMENT OF
TRAFFIC TO VLANS

Although they are natural for grouping traffic
by end host, VLANs are a clumsy way to group
traffic across other dimensions (e.g., by applica-
tion). With end-host support for VLAN tagging,
hosts can assign different virtual interfaces to
different VLANs. For example, a computer
hosting multiple virtual machines can run a soft-
ware switch that has a different access port
(and, hence, can assign a different VLAN) for
each virtual interface. However, the end host
must support VLANs making it hard to work
with the heterogeneous user devices common
on college campuses. In addition, the campus
administrator must trust the user machine to
faithfully apply the appropriate VLAN tag —
introducing potential security risks. Although
protocols like 802.1x can help authenticate
hosts, many campuses do not force all hosts to
use these mechanisms.

Unexpected problems can arise when adminis-
trators assign VLANs directly to access ports. For
example, campus 3 assigns each access port to a
(single) VLAN dynamically, based on the source
MAC address of the attached host. If multiple
hosts connect to a single wall jack (e.g., via a
common hub or an unmanaged switch), the hosts
are assigned to the same VLAN — based on the
MAC address of whatever host sends the first
packet. Since campus 3 has different VLANs for
faculty and students, this can raise security prob-
lems when a student plugs into a hub in a faculty
member’s office or vice versa. The same problem
arises if a single computer runs multiple virtual
machines, each with its own virtual interface and
MAC address. By connecting to the same switch
access port, all of these virtual interfaces would
be assigned to the same VLAN, a problem raised
by the administrators in campus 2.

Restricting each access port to a single VLAN
significantly limits the kinds of policies the net-
work can support. For example, administrators
cannot assign a single host interface to multiple
groups (e.g., a faculty member in the systems
group cannot belong to both the faculty VLAN
and the systemsgroup VLAN) or have different
applications belong to different groups (e.g., web
traffic cannot belong to a different VLAN than
Skype traffic).

PROBLEM:
COMPLEX CONFIGURATION

Although Ethernet was designed with the goal of
“zero configuration,” VLAN configuration is
challenging and errorprone [5], for two main
reasons. First, each host’s IP address must be
consistent with the IP subnet of its VLAN. Sec-
ond, the switches require configuration to ensure
each VLAN has an efficient spanning tree that
remains connected under common failure sce-
narios.

HOST ADDRESS ASSIGNMENT

Administrators associate each VLAN with one
or more IP subnets and must ensure that the
host interfaces within that VLAN are assigned
addresses from that block. The tight coupling
between VLANs and IP address assignment
leads to two problems.

Wasting IP Addresses — All four campuses
have a one-to-one mapping between an IP sub-
net and a VLAN. Since IP prefixes must align
with power-of-two boundaries, VLANs can lead
to fragmentation of the available address space
— especially if 5 some VLANs have fewer hosts
than others.2 Campus 1, for instance, originally
assigned a /24 prefix to each VLAN but, after
running out of address space, was forced to use
smaller subnets for some VLANs.

Complex Host Address Assignment — To
ensure that host IP addresses are consistent with
the VLAN subnets, Campus 1 manually config-
ures each host with a static IP address from the
appropriate VLAN, except for a few VLANs
(e.g., the wireless network) that use DHCP. The
other campuses use DHCP to automatically
assign IP addresses based on the hosts’ MAC
addresses. However, the administrators must
ensure that DHCP requests reach the DHCP
server, even though broadcast traffic only reach-
es machines in the same VLAN. Rather than
devote a DHCP server to each VLAN, campuses
2, 3, and 4 use relay agents to forward requests to
a common DHCP server, requiring additional
configuration on the routers [6]. Either way, the
DHCP server configuration must be consistent
with whatever system is used to assign hosts to
VLANs.

SPANNING TREE COMPUTATION
Switches must be configured to know which
VLANs they should support on each trunk link.
Administrators must explicitly configure both
ends of every trunk link with the list of VLANs
to participate in. For example, in Fig. 1, VLAN1
must be allowed on the link between S1 and S2,
while VLAN2 need not be permitted. Wrongly
omitting a VLAN from that list disrupts commu-
nication between the hosts on that VLAN.
Unnecessarily including extra VLANs leads to
extra broadcast/flooding traffic and larger bridge
tables. Determining which links should partici-
pate in a VLAN, and which switch should serve
as the root bridge of the spanning tree, is often
difficult.

Limitations of Automated Trunk Configura-
tion — Manual configuration of trunk links is
error-prone [7], and inconsistencies often arise
as the network evolves [8]. Automated tools, like
Cisco’s VLAN Trunk Protocol (VTP) [2], reduce
the need for manual trunk configuration. How-
ever, these tools require administrators to divide
the network into VTP domains, where switches
in the same domain cooperate to identify which
VLANs each link should support. Each switch
must participate in all VLANs in its domain,
leading to extra overhead; in fact, some commer-
cial switches can only participate in a handful of

2 IPv6 might solve the
problem but will not be
widely deployed in the
foreseeable future. 

To deal with 

limitations on the

number of VLAN

IDs, administrators

can use the same

VLAN ID for multiple

VLANs, as long as

the VLANs do not

have any links or

switches in common.

Unfortunately,

reusing VLAN IDs

makes configuration

more difficult.

YU LAYOUT  6/20/11  4:24 PM  Page 102

Authorized licensed use limited to: Seoul National University. Downloaded on September 13,2023 at 22:51:42 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Communications Magazine • July 2011 103

spanning-tree instances, limiting the effective
size of VTP domains. As a result, campus 1 is
divided into several smaller VTP domains, using
manually-configured trunk links to interconnect
the domains. Campus 2 does not use VTP
because some of its switches come from another
vendor that does not support Cisco’s proprietary
protocol. Campus 3 does not use VTP because
the administrators prefer to know by design
which links participate in each VLAN, to simpli-
fy network troubleshooting. 

Enabling Extra Links to Survive Failures —
Although Ethernet switches can compute a
spanning tree automatically, administrators
must often intervene to ensure that each VLAN
remains connected after a failure. To prevent
partitioning of the VLANs, campus 1 installs
parallel links between switches and treats them
as one logical link; this ensures that the VLANs
remain connected even if a physical link fails.
To survive switch failures, campus 1 configures
the trunk links between the core switches to
participate in all VLANs. In general, identifying
which links to include is challenging, since
enabling too many links in the VLAN is waste-
ful, but having too few can lead to partitions
during failures.

Distributing Load Over the Root Bridges —
The switches near the root of a spanning tree
must carry a large amount of traffic. Dividing
the network into multiple VLANs can help dis-
tribute the load over multiple spanning trees
with different root bridges. By default, the switch
with the smallest identifier becomes the root of
the spanning tree, resulting in the same switch
serving as the root bridge in multiple VLANs.
To distribute traffic load more evenly, adminis-
trators often configure the root bridge of each
VLAN manually. For example, the administra-
tors of campus 1 select the most powerful switch-
es to serve as root bridges.

CONCLUSION
We have surveyed four campus networks to bet-
ter understand and illustrate how VLANs are
used in practice. Our analysis indicates that
VLANs are used for many objectives that they
were not originally intended for, and are often
ill-suited for the tasks Further, the use of VLANs
complicates network configuration management.
We believe future enterprise networks should
look at ways to minimize the use of VLANs and
explore more direct ways to achieve the network
administrators’ objectives with the goal to make
management easier for campus and enterprise
administrators.

To extend our understanding of the VLAN
usage in practice, we call for operators of cam-
pus and enterprise networks to participate in the
survey available at [9].
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