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Abstract—Android smartphones are often reported to suffer from sluggish user interactions due to poor interactivity. This is because the Linux kernel may incur perceptibly long response time to user interactive tasks. Particularly, the completely fair scheduler (CFS) of Linux cannot systematically favor a user interactive task over background tasks since it fails to effectively distinguish between them. Even if a user interactive task is successfully identified, such a task can suffer from a high scheduling latency due to the non-preemptive nature of CFS. This paper presents a framework-assisted task characterization and virtual runtime-based CFS (VT-CFS) to address these problems. The former is a cooperative mechanism between the Android application framework and the kernel. It identifies a user interactive task at the framework level and then enables the task scheduler to selectively promote the priority of the identified task at the kernel level. VT-CFS is an extension of the CFS. It allows a task to be preempted at any preemption tick so that the scheduling latency of a user interactive task is bounded by the tick interval. We have implemented our approach into Android 2.2 running with Linux kernel 2.6.32. Experimental results show that the response time of a user interactive task is reduced by up to 31.4% while incurring only 0.9% more run-time overhead than the legacy system.
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I. INTRODUCTION

Android is a mobile software platform that runs on top of the Linux kernel and provides applications with Java-based run-time environments. It has been the most widely deployed software platform for smartphones since 2010 [1] partly due to its openness and rapid development cycles. While many innovative features have been constantly introduced into the recent Android releases, Android smartphones are still reported to suffer from sluggish user interactions due to poor interactivity [2]. UI-related complaints on Android include an unresponsive touchscreen and a perceptible lag in the GUI. Manufacturers are putting a great deal of effort into achieving a high degree of interactivity in their Android smartphone products.

The interactivity can be quantitatively evaluated by the end-to-end response time taken to react to a user's action. In this time interval, the kernel services an interrupt raised by an input device and wakes up an application task which eventually delivers a response to an output device. Users anticipate that all such processing is finished within no perceptible delay. There have been extensive research efforts to quantify requirements on satisfactory response time [3]. Despite slight differences between individuals, a typical user gets satisfied when response time is less than 150 ms.

Unfortunately, it is becoming increasingly difficult to ensure such a quick response due to the ever growing complexity of the Android framework. It supports multitasking by which a foreground application runs concurrently with multiple background applications. In such an environment, an interactive task of a foreground application is often interfered by dozens of batch tasks of background applications. For example, garbage collection performed by the Dalvik virtual machines of background applications is often pointed as the cause of visible lags in the GUI [4].

In Android, ordinary tasks are scheduled by the completely fair scheduler (CFS) which is the default scheduler of the mainline Linux kernel. The objective of CFS is to achieve fairness in the distribution of CPU times among tasks. To do so, it gives each task a time slice proportional to its weight. At runtime, CFS keeps track of the currently running task's virtual runtime, defined by the task's cumulative runtime inversely scaled by its weight. When a task runs for its time slice, CFS preempts it and dispatches another task with the smallest virtual runtime. This approach is particularly effective in a server environment where a number of batch tasks owned by different users share computing resources in a fair manner.

However, CFS falls short of expectations when it comes to scheduling interactive tasks [5]. The reasons for this are two-folds. First, CFS does not identify a user interactive task to favor it over background tasks. Thus, a time slice given to a user interactive task may not be long enough to complete given user interaction. In such a case, the user interactive task is preempted by other runnable tasks whenever it runs out of its time slice. Second, CFS often leads to a long scheduling latency even if a user interactive task can be identified. CFS forces a task to run non-preemptively for its entire time slice. Thus, when a user interactive task is woken up, it must wait until all of the runnable tasks with smaller virtual runtimes run out of their time slices. The scheduling latency varies depending on both the number of tasks and their weights.
In this paper, we propose framework-assisted task characterization and virtual runtime-based CFS (VT-CFS) to solve the above problems. Framework-assisted task characterization is a cooperative mechanism between the Android application framework and the kernel. At the framework level, a user interactive task is easily identified since it must invoke a specific framework API to access I/O devices. While servicing a given I/O request, the framework conveys the task identifier of a user interactive task to CFS. At the kernel level, CFS temporarily promotes the priority of such a task so that it gets a larger time slice than others. This effectively reduces the preemption latency of a user interactive task since it can run longer without preemption than it does under CFS. VT-CFS extends CFS to allow a task to be preempted at any predefined tick called preemption tick. This guarantees that a scheduling latency of a user interactive task is bounded by the tick period. It is a constant value smaller than a typical time slice of a task in Linux.

We have implemented the proposed mechanisms into Android 2.2 running on the Linux kernel 2.6.32. We measured the response times of a set of user interactive tasks which ran with background batch tasks. Experimental results prove the effectiveness of our approach. The response time is reduced by up to 31.4% compared to the legacy system. This improvement comes from the facts that the modified framework achieves 59.7% shorter preemption latency than the legacy framework and that VT-CFS yields 6.07% shorter scheduling latency for user interactive tasks than the CFS. The extra run-time overhead of our approach was only 0.9% of the legacy Android system.

The rest of this paper is organized as follows. Section 2 discusses the background and existing work for improving interactivity. Section 3 formulates the problem and presents the solution overview. Sections 4 and 5 describe the framework-assisted task characterization mechanism and VT-CFS, respectively. Section 6 reports on the experimental evaluation. We conclude this paper in Section 7.

II. BACKGROUND AND RELATED WORK

In this section, we provide background information on the Android framework and the Linux kernel’s task scheduler in the context of interactivity. We then discuss related work on improving interactivity.

A. Android Framework

Android is a software platform for mobile devices such as smartphones and tablets. It consists of a kernel, Android runtime, native libraries and application framework [6].

- **Kernel**: Android relies on a customized version of the Linux 2.6 kernel. Different from the mainline Linux kernel, several enhancements are included in Android’s kernel to better address the needs for mobile devices: aggressive power management called *wake locks*, efficient IPC mechanism called *binder*, prioritized out of memory killer, and so on.

- **Android runtime**: Android provides an application with a run-time environment which consists of a Dalvik virtual machine instance and the standard Java class libraries. Android applications are written in the Java language and compiled into Dalvik Executable (DEX) byte code. At run-time, an application is executed on top of an independent Dalvik VM instance.

- **Native libraries**: Android provides a set of libraries written in C/C++ for performance. These include the standard C library, graphic engine, multimedia codec, surface manager, and so on. These functionalities are exposed to applications through the application framework.

- **Application framework**: The application framework consists of a set of system servers through which an application can make use of Android services. Examples of servers are the window manager, content provider and view system, to name a few.

B. Completely Fair Scheduler

CFS is a symmetric multiprocessor scheduling algorithm [7] which maintains a dedicated run-queue for each core and makes scheduling decisions independently of each other. Its primary goal is to provide fair share scheduling by giving each task CPU time proportional to its weight. A task’s weight is specified by a nice value, which is an integer ranging [-20, 19]. A smaller nice value corresponds to a higher weight and vice versa.

Within a run-queue, CFS successfully achieves the goal by using the notion of a task’s virtual runtime. A task’s virtual runtime is defined as the task’s cumulative runtime inversely scaled by its weight. Assume that task $\tau_i$ is assigned weight $W(\tau_i)$. Let $o_n$ denote the weight of nice value 0 and let $A(\tau_i,t)$ be the amount of CPU time that the task $\tau_i$ has received in time duration [0, t). The virtual runtime of task $\tau_i$ at time t is represented as below.

$$VR(\tau_i,t) = \frac{o_n}{W(\tau_i)} \times A(\tau_i,t)$$ \hspace{1cm} (1)

Perfect fairness is achieved if virtual runtimes are the same among all the tasks at any given time. CFS approximates this by dispatching the task with the smallest virtual runtime at its scheduling decision point. In order to reduce the run-time complexity of run-queue manipulation, CFS uses a balanced binary tree called a red-black tree in maintaining a list of tasks sorted by their virtual runtimes. For a given red-black tree, the task with the smallest virtual runtime can be found at the leftmost node of the tree in $O(t)$ time.

In order to enforce fair share scheduling at a reasonable run-time cost, CFS makes use of the notion of a time slice. A time slice is associated with a task and defined as a time interval for which the task is allowed to run without being preempted. In CFS, the length of a task’s time slice is proportional to its weight. The time slice of task $\tau_i$ is computed by
\[ TS_{i} = \frac{W(\tau_{i})}{\sum_{\tau_{j} \in S} W(\tau_{j})} \times P \] (2)

where \( S \) is the set of runnable tasks in the run-queue, \( W(\tau_{i}) \) is the weight of \( \tau_{i} \), and \( P \) is the constant for a given workload. Let \( n \) be the number of tasks in a system. \( P \) is then defined as below in the latest version of Android [8].

\[ P = \begin{cases} 5 \text{ms} & \text{if } n < 5 \\ 1 \text{ms} \times n & \text{otherwise} \end{cases} \] (3)

At each scheduling tick, CFS updates the virtual runtime of the currently running task and checks if it ran out of its time slice. If so, CFS preempts the running task and dispatches the task stored at the leftmost node in the run-queue. It replenishes the time slice of the preempted task and puts it back to the run-queue at the same time.

If a task is woken up after a long sleep, it would have a very small virtual runtime compared to other tasks. In order to prevent such a task from monopolizing the CPU until it catches up other tasks’ virtual runtimes, CFS adjusts the virtual runtime of a newly woken-up task \( \tau_{i} \) at time \( t \) as below.

\[ VR(\tau_{i}, t) = VR(\tau_{i}, t) + \min(VR(\tau_{j}, t)) \] (4)

It ensures that the virtual runtime of \( \tau_{i} \) is slightly larger than the minimum virtual runtime at the run-queue when it is inserted back to the run-queue.

C. Related Work

There have been several research efforts to improve the interactivity of an Android system. They can be divided into two categories: one performed at the kernel level and the other at the framework level.

In the literature, the Linux kernel developers have attempted to improve the interactivity of Linux by refining task scheduling algorithms. Prior to kernel 2.6.23, Linux used an \( O(1) \) scheduler as its task scheduler [9]. It addressed interactivity with a number of heuristics to determine if tasks are I/O-bound or CPU-bound. Once it characterizes tasks, it promotes the priorities of I/O-bound tasks. In general, the \( O(1) \) scheduler generally shows better interactivity performance than CFS [10, 11]. Unfortunately, the heuristics often misclassify a task’s characteristics. Thus, it may lead to starvation and unfair allocation of CPU resource under certain workload [12]. Torrey et al. implemented an MLFQ scheduler into Linux 2.6 kernel to enhance the interactivity of the \( O(1) \) scheduler [13]. Its differences from the \( O(1) \) scheduler are in the elimination of the heuristics for interactivity and the use of the opposite relationship between a task’s priority and time slice. Their experiments showed that interactivity was improved. However, it demonstrated poor throughput when it worked with CPU-intensive workload. Kolivas proposed a Brain Fuck Scheduler (BFS) [5] as an alternative to CFS. The main goal of BFS is to improve desktop interactivity by providing a simpler run-time algorithm without relying on any heuristics. Unlike CFS, it keeps track of a task’s virtual deadline [14] for fair allocation of CPU resource. It keeps the virtual deadline and remainder of the time slice of a task when it becomes blocked so that it maintains an earlier virtual deadline when it gets woken up. This improves the interactivity of the system. Since the improved performance of BFS was reported by Linux magazines [15], it was added to the Android repository in the Éclair release. However, it was later excluded from the Froyo release since such an improvement was rarely distinguished by user experience.

Android also employs various techniques for enhancing interactivity as follows. (1) It maintains background and default priorities separately in order to reduce how much background tasks interrupt tasks which interact with a user [16]. To do so, it makes use of a Linux kernel facility called control group. This aggregates all background tasks into a special scheduling group and this group is restricted to use no more than 10% of the CPU. As a result, background tasks do not seriously affect a foreground task which interacts with a user. (2) Android also achieves improved interactivity via enabling the fast startup of an application task [17]. As described in Section 2-A, an Android application task runs in its own Dalvik VM instance. However, it notoriously takes a long time to cold-start a VM instance. Since it leads poor responsiveness, Android uses Zygote, a pre-initialized and pre-loaded task which includes the common library classes that will be used by most of applications. By spawning an application task from Zygote, an application task can be launched in short startup time. (3) Android performs rendering work separately to reduce time to draw a screen [18]. In Android, a screen is composed of separate pieces of region called surface. Android draws each surface independently of each other so that only an updated surface is newly rendered. Each individual surface is then composited with others to the screen by a dedicated system server called surface flinger. By doing so, total rendering time is reduced and a user can perceive improved interactivity.

III. PROBLEM FORMULATION AND SOLUTION OVERVIEW

In this section, we model the target system, define our metric for evaluating the degree of interactivity and present the overview of the proposed solution approach.

A. System Modeling

Our target system architecture is depicted in Fig. 1. Its software consists of the Linux kernel, the application framework and applications. Particularly, the application framework contains system servers, each of which is implemented as a set of Linux tasks. Since a system server is responsible for a certain dedicated system resource administration, each device is exclusively accessed by a dedicated system server. The system server types are specified by the Android framework. For example, Surface Flinger is a server which is in charge of the frame buffer. System servers are implemented in C/C++ to efficiently handle I/O requests. They run as ordinary Linux tasks.

In contrast, an Android application is executed on top of an independent Dalvik VM instance which in turn runs in an
ordinary Linux task. Android applications are not allowed to access hardware devices directly via native system calls. It must use a different interface provided by a dedicated system server. Communication between an application and a system server is done by a special IPC mechanism called binder.

From the perspective of task scheduling, CFS does not distinguish system servers from application tasks except their weights. It allocates CPU times to tasks proportionally to their weights. In order to favor system servers over application tasks, the Android runtime assigns system servers with relatively higher weights. For example, the weight of SurfaceFlinger is 6100 (nice -8) whereas an application task is assigned weight 1024 (nice 0) by default [16].

B. Problem Definition

We define the interactivity of a given system and formulate our problem at hand. We then explain why Android smartphones fail to demonstrate adequate interactivity by analyzing motivating examples.

As a metric for evaluating the interactivity of a system, we use the response time of a user input. It represents the amount of time span from a user input to the end of the response to that input. It consists of the execution time of a user interactive task and latencies caused by the kernel, an interrupt handler and other tasks. Suppose that a user input triggers application task $\tau_a$ whose execution time for processing the input is $C_a$. Then the response time of that user input is defined as below:

$$ RT = C_a + L_i + L_s + L_p \quad (5) $$

Interrupt handling latency $L_i$ is the delay from the generation of a hardware interrupt to the completion of the interrupt handler. Since the interrupt dispatching mechanism of Linux has been heavily optimized since its 2.5 kernel, the interrupt handling latency in the current Linux on a modern machine may well be less than 100 microseconds. Scheduling latency $L_s$ is the amount of delay between a task becoming runnable and executing the first instruction of the task. Preemption latency $L_p$ is the accumulated amount of time for which a task is disturbed by other tasks until completion of its execution. Clearly, our goal is to reduce $L_s$ and $L_p$ so as to decrease the response time.

Fig. 2 shows the event delivery path from a user input to its response in Android smartphones. Suppose that a user touches the touch screen of an Android smartphone to draw a dot. The touchscreen device issues an interrupt and the kernel immediately stops the currently running task and jumps to the entry point of the interrupt handler which wakes up the InputDeviceRead task. It receives an incoming event data and stores its metadata into the event queue. For the case of a touching event, the metadata includes event occurrence time, contact coordinates, and so on. The InputDeviceDispatcher task takes out the stored metadata from the event queue and transmits it to a user interactive task via a binder IPC. The user interactive task then attempts to draw a dot at the designated coordinate but it does not draw the rendering result directly to the kernel’s frame buffer. Rather, it stores the result to a dedicated memory area called surface. In turn, the updated surface is transmitted to Surface Flinger through a binder IPC. Surface Flinger synthesizes all the surfaces in the system into one image and delivers it to the frame buffer. As a result of such complex interactions between the kernel and the framework, the user can finally see the dot on the screen.

Fig. 3 shows a Gantt chart which illustrates a sequence of task executions for the user interaction explained in Fig. 2. Note that the Gantt chart is vastly simplified for the sake of presentation. A user touches the screen at time $t_0$. At $t_1$, the interrupt handler completes its execution. Some internal tasks are then executed to convey the input event to the user.
interactive task from \( t_j \) to \( t_k \). The task finally runs to handle the input event from \( t_j \) to \( t_k \). In this particular example, latency components \( L_a \), \( L_b \), and \( L_c \) are equal to \( t_j - t_y \), \( t_j - t_y \) and \( (t_j - t_y) + (t_l - t_y) \), respectively.

CFS does not identify a user interactive task to favor it over other tasks as explained in Section 2-B. A time slice given to a task is dependent on both the number of runnable tasks and their weights. Because every application task in Android is assigned the same weight specified by nice value 0, interactive tasks and CPU-intensive tasks are given the same amount of time slices. Often, the allotted time slice is not long enough to process a given user interaction. Thus, a user interactive task may be preempted by other tasks multiple times whenever it runs out of its time slice before completing the interactive work. This leads to high preemption latency. The example below illustrates this problem.

**Example 1** Consider an example in which ten CPU-intensive tasks with nice value 0 are running. Suppose that user interactive task \( \tau_a \) takes 3 ms to complete interactive work. Since all the tasks have an identical time slice of 1 ms by (2), \( \tau_a \) is preempted when it executes for 1 ms. In order to complete the response, \( \tau_a \) is preempted more than twice and the total preemption latency of \( \tau_a \) in this example is 20 ms.

Even though a user interactive task is identified and then favored, CFS may also lead to long scheduling latency due to its non-preemptive nature. When a user interacts with an interactive task, CFS wakes up the sleep user interactive task and inserts it into the run-queue after adjusting its virtual runtime by (4). In general, the user interactive task commonly uses the CPU for a small amount of time to set up an I/O and then sleeps awaiting the completion of the I/O. This nature makes the interactive task have relatively small virtual runtime and be inserted into the node near the leftmost node. Therefore, the interactive task can be quickly scheduled as soon as a few task with smaller virtual runtimes run out of their time slices. However, the problem may occur when such tasks are CPU-intensive tasks with high priorities. The interactive task should wait in the run-queue until the time slices of all the preceding tasks run out. Note that a task is assigned a time slice proportional to its priority and CFS allows a task to be preempted only if it runs out of time slice. This problem is illustrated by the following example.

**Example 2** Consider an example in which nine tasks with nice value 0 (weight 1024) and one task with nice value -12 (weight 14949) are running in the foreground. Assume that they are all CPU-intensive tasks. According to (2), the time slice of the task with nice 0 is 0.42 and that of the task with nice -12 is 6.18. Suppose that user interactive task \( \tau_a \) is woken up at time \( t \) and the task with nice value -12 has the smallest virtual runtime at that time. When \( \tau_a \) becomes runnable at time \( t \), it is assigned an adjusted virtual runtime by (4) and continues to execute until it runs out of its time slice. In this example, \( \tau_a \) will suffer from relatively large scheduling latency longer than 6 ms.

### C. Solution Overview

We have shown that CFS may lead to long preemption and scheduling latencies in Android smartphones. Two key factors behind the latencies are described as bellows.

- In Android smartphone, all application tasks running in the foreground are assigned the identical nice value of 0 and are scheduled by the CFS. In order to quickly respond to a user input, it ordinarily requires longer time than a time slice of a task with nice value 0. Therefore, the execution of a user interactive task should be disturbed by other tasks simultaneously running in the foreground. The higher preemption latency can be observed as the number of tasks increases.

- CFS is known as one implementation of a proportional fair-share scheduling algorithm which has its roots in weighted fair queuing [19]. However, contrary to intuitions, CFS schedules runnable tasks in a weighted round robin manner rather than in a weighted fair queuing manner. Unfortunately, this type of scheduling policy usually shows poor responsiveness since a task is given a time slice proportional to its weight and runs in a non-preemptive fashion until running out of its time slice. In particular, the higher scheduling latency can be observed when higher priority tasks exist in the run-queue and their virtual runtimes are smaller than that of a user interactive task.

In order to solve the problems described above, we present two interactivity enhancing mechanisms suitable for Android smartphones: (1) framework-assisted task characterization to reduce the preemption latency and (2) VT-CFS to reduce the scheduling latency. Fig. 4 depicts an overview of the proposed solution approaches. In order to shorten the preemption latency, we temporally promote the priority of a user interactive task. Different from dynamic priority boosting adopted by the \( O(1) \) scheduler, our solution is assisted by the Android framework in classifying task’s characteristic rather than relying on uncertain heuristics. In doing so, our modified framework detects a task which will get a user interaction event at run-time. It then informs the underlying scheduler of the task’s identifier so that the priority of the user interactive task becomes temporarily promoted. Compared with the legacy CFS, the VT-CFS achieves the smaller amount of scheduling latency by reducing the time interval for which other tasks execute prior to the user interactive task. This interval is shown as \( t_j - t_y \) in Fig. 3. In the following two sections, each solution approach will be illustrated by the following example.
consecutively presented in detail.

IV. FRAMEWORK-ASSISTED TASK CHARACTERIZATION

This section presents a framework-assisted user interactive task characterization mechanism we additionally propose to enhance the interactivity of Android smartphones. The key idea behind this mechanism is to selectively promote the priority of a user interactive task so that it can get a larger time slice under CFS. Our mechanism is composed of two components: (1) one for identifying a user interactive task at the framework level and (2) the other for promoting the priority of the identified user interactive task at the kernel level.

Our mechanism is not the first attempt to improve the interactivity via boosting the priority of a user interactive task. As mentioned in Section 2, the Linux O(I) scheduler tracks tasks’ run-time information such as sleeping time and then uses heuristics to identify interactive tasks. As shown in [12], it has been proved that such heuristics often misclassify the characteristics of tasks.

In fact, it is not easy for a kernel alone to identify a user interactive task since there are multiple tasks running in the foreground. We take advantage of a certain run-time behavior of the Android framework rather than relying on heuristics. It is known that in the Android framework, an event triggered by user interaction is first delivered and handled by a dedicated system server called InputDeviceDispatcher. The event is later dispatched to an application task through a binder IPC. In our approach, we modify the system server such that it can forward the task identifier (TID) of a user interactive task to the kernel during the binder IPC invocation. We make such a design decision because this incurs a minimal additional overhead since the system server has to interact with the kernel anyway by invoking the kernel’s binder driver.

Once the Android framework identifies a user interactive task, the kernel scheduler promotes its priority. When the scheduler executes a wakeup routine, it compares TID of the woken-up task with the given TID. If the two identifiers match, the kernel treats the woken-up task as user interactive and then temporarily promotes its priority by calling the setpriority() function. The task is demoted to its original priority when it runs out of its time slice or becomes blocked again.

The motivation behind such priority boosting is to get a user interactive task a time slice larger than system-wide constant C. It represents the average time for a task to complete a user request. It varies depending on the computational power of the underlying hardware. We thus let C be a tunable parameter. The system administrator is responsible for carefully setting C. In our target system, we observe that C for usual applications is 100 ms on average.

In order to assign user interactive task τa a time slice larger than C, our mechanism readjusts the nice value of τa. To do so, it first computes a new weight for τa as follows.

\[
W'(\tau_a) = \begin{cases} 
C \times \sum_{\tau \in S} W(\tau) / P & \text{if } W'(\tau_a) < \omega_{-20} \\
\omega_{-20} & \text{otherwise}
\end{cases}
\]  

where \(S\) is the set of tasks in the run-queue, \(\omega_{-20}\) denotes the weight of nice value -20 and \(P\) is defined by (3). Note that a task’s nice value can be decreased down to -20 by definition. Our mechanism then assigns \(\tau_a\) a new nice value whose corresponding weight is larger than \(W'(\tau_a)\).

Consider again the example demonstrated in Example 1. By our framework-assisted task characterization mechanism, user interactive task \(\tau_a\) is identified and its priority is temporarily promoted to \(\omega_{-20}\). In this particular example, the time slice of \(\tau_a\) is computed to be 9.86 ms by (2); it is larger than the required execution time 3 ms of the user interactive task. Thus, task \(\tau_a\) can complete its interactive work without being preempted. Theoretically, the task does not experience any preemption latency. However, in a real-world system, a small amount of preemption latency still remains since some urgent system servers such as the dynamic voltage frequency scaling task periodically run with high priority.

V. VIRTUAL-TIME COMPLETELY FAIR SCHEDULER

This section describes our VT-CFS algorithm in detail. As shown in Section 3, scheduling latency varies depending on the number of runnable tasks and their weights under CFS. We design VT-CFS such that it allows a task to be preempted at every predefined period. To do so, we modify the run-time algorithm of the CFS so as to schedule tasks in a weighted fair queuing manner.

VT-CFS maintains the identical data structure as the CFS. It uses a red-black tree as a run-queue and maintains a task’s virtual runtime in the run-queue to provide fair share scheduling. Unlike the CFS, VT-CFS allows a task to be preempted at every predefined tick, instead of using the time slice of a task for preemption. This predefined tick is called a preemption tick. It is an integer multiple of a scheduling tick and a constant regardless of given workload. The length of the preemption tick interval is a tunable parameter capable of controlling a tradeoff between interactivity and run-time overhead. The system administrator is responsible for making a tradeoff decision. A meaningful value should be less than 6 ms since a human being is known to perceive a latency larger than 5.7 ms [20].

Fig. 5 summarizes the run-time algorithm of the VT-CFS with a flowchart. The VT-CFS updates the run-time information of current task \(\tau_i\) at each scheduling tick. It then checks whether \(\tau_i\) has been executed for more than one preemption tick period. If so, it compares the updated virtual runtime of \(\tau_i\) with the smallest virtual runtime in the run-queue. Since a task with the smallest virtual runtime is stored at the leftmost node in a red-black tree, such comparison can be done in \(O(1)\) time. If the virtual runtime of \(\tau_i\) is still the smallest, the VT-CFS lets it run for the next scheduling tick period. Otherwise, it preempts \(\tau_i\) and inserts it back to the run-queue.

In turn, the task with the smallest virtual runtime is selected for execution.
In order to bound the scheduling latency by a preemption tick period, it is critical to make a woken-up task be always inserted at the second node from the leftmost. To do so, VT-CFS adjusts the virtual runtime of woken-up task \( \tau \) at time \( t \) as below.

\[
VR(\tau, t) = \min(\{VR(\tau_j, t)\} + \frac{\omega_0}{\omega_{-20}} \times T)
\]

(7)

where \( T \) is the scheduling tick period, \( \omega_0 \) and \( \omega_{-20} \) denote the weights of nice value 0 and -20, respectively. Note that the VT-CFS makes a scheduling decision at every scheduling tick. Thus, a virtual runtime difference of any pair of tasks cannot be smaller than a virtual runtime increment of a task with nice value -20 running for one scheduling tick period.

To illustrate the effectiveness of the VT-CFS, we consider the same example as \textbf{Example 2}. Assume again that user interactive task \( \tau \) is woken up at time \( t \) and the task with nice value \(-22\) has the smallest virtual runtime at that time. As defined in (7), the VT-CFS gives an adjusted virtual runtime to \( \tau \) when it gets awaken. It lets the task with nice -12 execute for one preemption tick period. The VT-CFS then preempts the running task since its virtual runtime becomes larger than that of \( \tau \). As a result, the execution of \( \tau \) is postponed for one preemption tick period. By definition, the length of the preemption tick period is smaller than 6 \( \text{ms} \), which is a relatively small scheduling latency compared to the legacy CFS.

\section*{VI. EXPERIMENTAL EVALUATION}

In this section, we experimentally evaluate the interactivity provided by the proposed framework-assisted task characterization mechanism and VT-CFS. We also show the run-time overhead incurred by our approach.

\begin{table}[h]
\centering
\caption{Hardware and Software Components of the Target System}
\begin{tabular}{|c|c|}
\hline
\textbf{Hardware} & \textbf{CPU} \\
& Dual core ARM Cortex A9 \\
& Clock: 1.2GHz \hline
\textbf{Main memory} & 1-GB LP-DDR2 \\
\hline
\textbf{Kernel} & Linux kernel version: 2.6.32 \\
\hline
\textbf{Software} & \textbf{Android Framework} \\
& Android 2.2 Froyo \hline
\textbf{File System} & YAFFS2 \\
\hline
\end{tabular}
\end{table}

\subsection*{A. Experimental Setup}

We have implemented our framework-assisted task characterization and VT-CFS into Android 2.2 Froyo running with Linux 2.6.32. on the NVIDIA® Tegra™ 250 harmony board. We modified and recompiled the Android framework so that \textit{InputDeviceDispatcher} could deliver the identifier of a user interactive task to the kernel scheduler. We also modified the Linux kernel with the new scheduling code implementing VT-CFS. The detailed hardware and software components of the target system are shown in Table I.

During our experiments, we relied on well-known tools and benchmark programs. In order to evaluate the enhanced interactivity achieved by the framework-assisted task characterization mechanism, we ran the Android painting application [21] with two CPU-intensive tasks; and then we measured the response time of the painting application using the \textit{trace-end} tool. We ran \textit{Interbench} [22] in order to evaluate the scheduling latency of VT-CFS. We ran \textit{Quadrant} [23] and \textit{Hackbench} [24] to evaluate the run-time overhead of framework-assisted task characterization and VT-CFS, respectively.

\subsection*{B. Experimental Results}

1) \textbf{Evaluating the interactivity of framework-assisted task characterization}

In order to show the interactivity enhanced by the proposed framework-assisted task characterization mechanism, we ran the Android painting application [21] with two CPU-intensive tasks. They simply executed infinite loops and were assigned nice value 0. We measured the response time of the painting application by reading the temporal information of task scheduling with the \textit{trace-end} tool. We repeated the test ten times and took the average response time. We then compared the results with and without the framework-assisted task characterization. We also measured the response time under the new Android framework with the integrated VT-CFS and framework-assisted task characterization.

Fig. 6 plots the average response times of the user interactive task with and without the mechanism. The horizontal axis denotes various target system configurations and the vertical axis does the three types of latencies and the response times explained in Section 3-B. Clearly, the response times are effectively reduced by adopting our mechanism. The response time measured under the legacy system is 275.9 \( \text{ms} \).
and 50.56% of the response time is the preemption latency caused by the other tasks.

Note that $C$ is a tunable value in the framework-assisted task characterization mechanism. When we set $C$ equal to 3 and 10 ms, the response time was reduced to 243.37 and 194.34 ms, respectively. The average preemption latency in these configurations is 109.64 and 56.25 ms, which is 21.4% and 59.7% smaller than in the legacy system, respectively. We also set $C$ to a larger value; however, it does not affect the interactivity since the Linux kernel does not allow a task’s weight to be promoted larger than 88761. The modified framework integrated with the VT-CFS provides slightly shorter response time. The achieved response time is reduced by 12.6% and 31.4% when we set $C$ to 3 and 10 ms, respectively.

2) Evaluating the interactivity of VT-CFS

In order to evaluate the scheduling latency of VT-CFS, we ran the Interbench benchmark program [22]. It runs a real-time priority task that wakes up interactive tasks and measures scheduling latency under various background tasks. The types of simulated and background tasks used in our experiments are shown in Table II. Each task ran as a separate Linux task with nice value 0. Each simulation has run for 30 seconds and repeated ten times. We took the average scheduling latency values under both CFS and VT-CFS.

The results of this test are shown in Fig. 7. The horizontal axis denotes types of background loads while the vertical axis does scheduling latencies measured in milliseconds. Each bar represents the average scheduling latency under a specific scheduler and the number above a bar indicates the maximally observed scheduling latency. In the case of CFS, a relatively high latency is observed when the interactive task runs with CPU- or memory-intensive background loads. This is because even if the benchmarked interactive task is woken up, it must wait until a background task with a smaller virtual runtime yields the CPU. Unfortunately, a CPU- or memory-intensive

<table>
<thead>
<tr>
<th>TABLE II. TYPES OF THE SIMULATED INTERACTIVE TASKS AND BACKGROUND TASKS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simulated interactive tasks</strong></td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>Audio</td>
</tr>
<tr>
<td>Video</td>
</tr>
<tr>
<td>Gaming</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Background tasks</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>Burn</td>
</tr>
<tr>
<td>Memload</td>
</tr>
</tbody>
</table>

Figure 6. Bar chart of average response time of the painting application on the legacy Android system and the modified one with the different tunable option

Figure 7. Bar chart of average latency of the interactive tasks on the legacy CFS and VT-CFS under various background tasks
task usually yields the CPU only when its time slice is expired or memory transaction is completed. Note that the X task requires a variable amount of the CPU ranging from 0 to 100%; the Burn task demands 100% of the CPU; and the Memload task demands almost 100% of the CPU. We also observed a huge amount of scheduling latency of 94.3 ms with the Gaming interactive task. This is because the task did not get its virtual runtime adjusted by (4) since it never slept.

VT-CFS incurred a lower scheduling latency than the CFS as shown in Fig. 7. We observed small, bounded scheduling latencies in most of the benchmarks except Gaming. The maximum latency was 15.28 ms when we set the preemption tick to 3 ms. As seen from the experiments, the latency was higher than the preemption tick in a few cases. This is because real-time priority tasks ran with the benchmarked tasks for the system service in the Linux operating system. Since they were scheduled earlier than the benchmark tasks, the scheduling latency could be higher than the theoretical value. In the Gaming benchmark, VT-CFS caused the maximum scheduling latency of 90.68 ms, which was comparable to that of the CFS.

3) Evaluating the run-time overhead

In order to measure the run-time overhead of the proposed approach, we used two benchmarks. First, we ran the Quadrant benchmark program [23] to evaluate the run-time overhead of the framework-assisted task characterization. It measures and scores the performance of the CPU, memory, I/O and 3D graphics processor. We focus only on evaluating the total score, CPU and I/O performance since memory and 3D graphics performance is highly hardware-dependent. We compared the results from these benchmarks with the legacy and the modified system, respectively. The run-time overhead of the framework-assisted task characterization is given in Table III. The results show that the modified framework achieves slightly better performance than the legacy framework. This is because the promoted priority of the benchmark task mitigates the disturbance caused by other background tasks. We also measured the performance of the modified framework with VT-CFS. As shown, the extra run-time overhead incurred by our approach is only 0.91% of the legacy Android framework.

Second, we ran the Hackbench benchmark program [24] to examine the run-time overhead of VT-CFS. It creates a specified number of pairs of tasks with nice value 0 and lets each pair send and receive 100-byte data via either a pipe or a socket. The benchmark measures the time taken for all pairs to send data back and forth. We generated three sets which consisted of 100, 200 and 400 task pairs, respectively. For each task pair, we computed an accumulated response time by repeating the test 1000 times. Table IV gives the result which demonstrates that the VT-CFS achieves nearly identical results compared to the CFS. The extra overhead is only 0.99% and 0.46% on average when the Hackbench tasks communicate with each other via pipes and sockets, respectively.

### VII. Conclusion

In this paper, we have presented two mechanisms for enhancing the interactivity of an Android smartphone. To do so, we have carefully analyzed the Android application framework and the task scheduler of the Linux kernel. Based on our analysis, we have proposed a framework-assisted task characterization and VT-CFS to reduce the preemption and scheduling latency of a user interactive task. The framework-assisted task characterization mechanism is a cooperative mechanism between the Android framework and the underlying kernel. It first identifies a user interactive task by receiving identifier information from Android’s dedicated system server and then selectively promotes a priority of the identified task to favor it over other tasks. VT-CFS is an extension of the CFS which allows a task to be preempted at any preemption tick. It guarantees that the scheduling latency of a user interactive task is bounded by the tick interval. We have implemented the framework-assisted task characterization and VT-CFS into the Android framework and Linux kernel, respectively. Experimental results indicate that our approaches significantly improve the interactivity while incurring the negligible run-time overhead.

As future research, we are currently migrating our approach from Android version 2.2 Froyo to version 4.0 ICS by analyzing the new event delivery path which does not rely on the binder IPC for handling a user input. Also, we are extending VT-CFS to incorporate a virtual runtime-based task migration algorithm [25] which we have developed as an alternative to CFS’s load balancing. We expect that the combination of the two can achieve synergistic effects in terms of improving interactivity as well as fairness.
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**TABLE III. OVERALL PERFORMANCE OF THE MODIFIED ANDROID FRAMEWORK MEASURED BY QUADRANT BENCHMARK**

<table>
<thead>
<tr>
<th>Model</th>
<th>Legacy framework</th>
<th>The modified framework</th>
<th>The modified framework with VT-CFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>4254.6</td>
<td>4403.1</td>
<td>4217.0</td>
</tr>
<tr>
<td>I/O</td>
<td>1006.8</td>
<td>1013.4</td>
<td>1005.6</td>
</tr>
<tr>
<td>Total score</td>
<td>1768.8</td>
<td>1798.9</td>
<td>1752.6</td>
</tr>
</tbody>
</table>

**TABLE IV. OVERALL PERFORMANCE OF VT-CFS MEASURED BY HACKBENCH BENCHMARK**

<table>
<thead>
<tr>
<th>% of pairs</th>
<th>Legacy CFS</th>
<th>VT-CFS (T=5 ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>CPU</td>
<td>I/O</td>
</tr>
<tr>
<td>Hackbench</td>
<td>100</td>
<td>200</td>
</tr>
</tbody>
</table>
Institute for Smart Systems and by Automation and Systems Research Institute (ASRI).
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